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1. INTRODUCTION

During the Autumn quarter of 2018, Professor Jayadev Athreya posed the following question: How
would one go about defining a Laplacian for a Translation Surface? Can this be defined in a way such that one can
recover information about geodesics on the surface? Given that translation surfaces are ”flat surfaces” with
a flat metric, one might believe that the definition of the Laplacian is obvious, and in fact, already well-
understood. However, translation surfaces contain singularities, which are an obstruction to the usual
definition. Each translation surface is topologically an compact, orientable surface (see [35]), identifiable
by a genus [23]. By applying the Gauss-Bonnet Theorem [21], we find they will have negative curvature
for genus 2 or greater. Hence, even though the translation surface has a flat metric, for genus 2 or higher,
we are guaranteed singularities where the negative curvature accumulates. It is these points that are of
interest.

We could begin answering Professor Athreya’s question by naively defining the Laplacian as the oper-
ator which has an averaging property, giving us a mean value theorem when we integrate loops around
singularities. However, there are many subtleties that would need to be investigated. First, we would
need to notice that the loops surrounding a singularity have ”angle” greater than 2π. Second, we would
need to notice that a loop could contain more than one singularity. Does the existence of multiple singu-
larities effect the averaging? Should it?

One might think a better approach would be to define the Laplacian more abstractly, where the mean
value theorem is a consequence. We might consider, for instance, using the definition of the Laplacian
on a manifold. However, one would have to be wary: these translations surfaces, while (almost) smooth
manifolds, do not have a smooth structure at the singularities. These are manifolds with singularities, so
one would need to consider a definition of the Laplacian on cone manifolds. And in order to effectively
evaluate a definition, one would need to understand what results to expect from the definition.

While both of these techniques would yield insight, we must first understand the purpose of defining
the Laplacian. What value comes from having a Laplacian on a surface? What roles has the Laplacian
played? We start instead with an historical survey, reviewing some of the elementary roles the Lapla-
cian has played in analysis, geared towards understanding connections to geodesics. Our journey will
inevitably lead us towards a representation-theoretic perspective of the Laplacian, and this will become
the primary thread we will follow. We will not leave the spectral-theoretic perspective behind though.
In fact, the further we progress, the more abstract spaces become (and less obvious it becomes where
symmetries are hidden), the more spectral methods will play an important role in establishing properties
of the Laplacian. Along our journey, we will build an understanding of what to expect from a Lapla-
cian on a translation surface, and look for hints that may guide us to the most fruitful generalization of
the Laplacian. In the final section, we propose a starting point for the definition, following the work of
Cheeger [5] [6].

2. DEFINITION AND FIRST PROPERTIES

The first definition of a Laplacian that one normally sees is in a Multivariable Calculus course, where
the Laplacian of a twice differentiable real-valued function is defined as the divergence of the gradient of
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the function [28]. We will begin with the same definition, but with one modification. We will follow the
geometer’s convention of taking the negative [25].

Definition 2.1 (Laplacian on Rn). For a twice differentiable, real-valued function on Rn we define the
Laplacian, ∆, as

∆ f = −div(grad( f )). (1)

For twice differentiable functions on Rn, we can compute the following.

∆ f = −div(grad( f )) = −
n

∑
i=1

∂2 f
∂x2

i
(2)

For some of us, this is the end of the story. Just another way a Calculus instructor can ask us to take two
derivatives. For others, the Laplacian reappears in a first course on Partial Differential Equations, where
one is introduced to Laplace’s equation

∆u = 0.
Solutions to Laplace’s equations are called harmonic functions [30]. The astute student will recognize
that solutions to Laplace’s equation, these harmonic functions, have an interesting geometric property.
At every point, when you sum second derivatives in each coordinate direction summed vanishes: this
is probably easiest visualized in two dimensions, where the concavity of the function in the x-direction
must cancel with the concavity of the function in the y-direction.

FIGURE 1. Saddle Point

In other words, every point on the surface is a saddle point, and as calculus students know, saddle
points cannot be local extrema, so it is not a stretch to postulate that if the maximum or minimum values
of such functions exit, they must lie on the boundary of the domain. This is indeed correct, and called the
Maximum Principle. It turns out however, the easiest way to prove this statement is to recognize another
key characteristic of harmonic functions. The astute student may recognize that the increase and decrease
of a function away from a point must be somehow balanced since second derivatives cancel, so one could
postulate that the value at a point is precisely the average of the function along a curve surrounding that
point. This, too, is true, and called the Mean Value Property. The mean value property and corresponding
maximum principle enable us to characterize the Laplacian in a different way, namely as an ”averaging
operator” on functions. The Laplacian is measuring how much a function deviates from satisfying the
mean value property.

Since we have defined harmonic functions on R2 above, we give a more thorough statement below,
and prove them using the machinery taught in an undergraduate complex analysis course [27]. As
Hadamard’s quote [15] goes, ”It has been written that the shortest and best way between two truths of
the real domain often passes through the imaginary one.” The reader should note that while these proofs
work for R2, the following theorems hold for Rn, but the proofs necessarily take a different form.
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Theorem 2.1 (Mean Value Property). Let u : C → R be a harmonic function on an open domain Ω ⊂ C.
For any z0 ∈ Ω, u satisfies the mean-value property:

u(z0) =
∫ 1

0
u(z0 + re2πit) for any r < dist(z0, ∂Ω) (3)

Proof. Fix z0 ∈ Ω, let r < dist(z0, ∂Ω). Let BR(z0) ⊂ Ω be an open ball with radius r < R < dist(z0, ∂Ω).
BR(z0) is simply-connected, so u has a harmonic conjugate in BR(z0). Let f = u + iv, where v is the
harmonic conjugate, and we have that f is a holomorphic function. Let γ be the boundary of a ball of
radius r about z0 traversed counterclockwise. Parametrize this by the curve z0 + e2πit for 0 ≤ t ≤ 1. We
can then use Cauchy’s integral formula:

f (z0) =
1

2πi

∫
γ

f (z)
z− z0

dz =
∫ 1

0
f (z0 + e2πit)dt.

Take the real part of f (z0) and this completes the proof.

u(z0) = <( f (z0)) = <
( ∫ 1

0
f (z0 + e2πit)dt

)
=
∫ 1

0
u(z0 + e2πit)dt.

�

Corollary 2.1 (Maximum Principle). For u as above, if u attains a local minimum or maximum on the
interior of Ω, then u is constant. In particular, if Ω is an open, bounded and u ∈ C(Ω), then

minz̃∈∂Ωu(z̃) ≤ u(z) ≤ maxz̃∈∂Ωu(z̃) for any z ∈ Ω,
where we achieve equality if and only if u is constant.

Proof. For the first statement, assume otherwise. First assume that u attains maximum on the interior
of Ω. Let z0 be a point where u achieves its maximum. Then, it follows from the mean value theorem
that u must be constant on a sufficiently small neighborhood of z0. Otherwise, if there is a point in the
neighborhood z̃ such that u(z̃) < u(z0), then let r = dist(z0, z̃) and notice

u(z0) =
∫ 1

0
u(z0 + re2πit)dt =

∫
∂Br(z0)

u(z)dz.

Now notice that z̃ ∈ ∂Br(z0). Since u is harmonic, u is continuous, there exists a connected neighborhood
U of z̃ such that that for any z ∈ U, u(z) < u(z0). U ∩ ∂Br(z0) is nonempty, open and connected in the
subspace topology of ∂Br(z0). Thus, we can split the integral into two parts and compute.

u(z0) =
∫

∂Br(z0)\(U∩∂Br(z0))
u(z)dz +

∫
U∩∂Br(z0)

u(z)dz < u(z0).

Thus, we see a contradiction unless u is constant on any disk of radius r centered at the maximum
in Ω. Since any two points in the connected domain Ω have a path, we can fatten the path to show
any two points are contained in a simply-connected domain, and use the argument above (with minimal
modifications) to show u must be constant on a disk in this domain. Since the domain is simply connected,
there exists a harmonic conjugate to u, and thus a holomorphic function f whose real part is u. Apply the
uniqueness theorem to the function f , and we see that u must be constant on the entire simply-connected
domain. Hence, we can conclude u must be globally constant. If we assume u has a minimum, then−u(z)
is a harmonic function with a maximum. Apply the argument above, and we see that the u cannot contain
a minimum unless u is constant, as desired. �

7



The Laplacian Josh Southerland

Next, for students who took that course in Partial Differential Equations, they saw integration by parts
at work. In particular, they may have been asked to show the following relationship. Let f and g be
functions with continuous second derivatives, and the first integral below be integrable. Then,∫

R2
g(x, y)∆ f (x, y)dxdy = −

∫
R2
∇g(x, y) · ∇ f (x, y)dxdy =

∫
R2

∆g(x, y) f (x, y)dxdy. (4)

The proof of the equation above works in any dimension: use integration by parts, and recall that for
any function f to be integrable on Rn, we must have that f (x)→ 0 as x → ∞.

The importance of such a formula may be lost on students when they first encounter it (it was lost
on me). It certainly says ”under nice circumstances, you can move the Laplacian from one function to
another.” But it says much more. If you realize the Laplacian is a differential operator and equip this set
of functions with continuous second derivatives in L2(Rn) with the usual L2 norm, you have just shown
that the Laplacian is self-adjoint:

〈g, ∆ f 〉L2 = 〈∆g, f 〉L2 . (5)
This fact turns out to have important consequences in the spectral theory of the operator. We see this in
Section 9 below, but it is hidden by the fact that we are using the fact that the heat kernel is self-adjoint
(the heat kernel and Laplacian share a very close relationship).

Next, we solve a variant of Laplace’s equation:

∆ f = λ f . (6)
This is the eigenvalue problem for the Laplacian. We think of f as a vector in L2(R), and ∆ as a linear oper-
ator. The solution to this equation only requires elementary theory from Ordinary Differential Equations
(but do not forget the negative in the definition of the Laplacian!). With a bit of normalization, the reason
for which will be apparent in a moment, we see that f (x) = e−2πiγx for any γ ∈ R, and the corresponding
eigenvalue is λγ = 4π2γ2. We call the function e−2πiγx an eigenfunction with eigenvalue λ. One should
notice that the functions e−2πiγx and e2πiγx both have the same eigenvalues: they are both eigenfunctions
for the same eigenvalues. In fact, these functions are reflections of each other. If f (x) = e−2πiγx, then
f (−x) = e2πiγx.

Next, we ask if we can solve the same equation, only for functions on [0, 1], where we impose f (0) =
f (1). In other words, we are looking for functions supported on the circle, or torus, T = R/Z. These
types of functions can be extended continuously to all of R where we recognize them as periodic functions
of period 1. It should not come as a surprise that we can look at the solutions above and restrict to those
that are supported on T, namely the eigenfunctions that are periodic with period 1. Keeping with our
normalization above, the solutions are of the form f (x) = e−2πinx, where n ∈ Z. The corresponding
eigenvalues are λn = 4π2n2. As above, we should notice that e−2πinx and e2πinx are both eigenfunctions
with the same eigenvalue.

We now begin to stray a bit beyond the usual undergraduate math education. Here we will give a
definition of the Laplace-Beltrami operator [21] (actually the negative of the Laplace-Beltrami operator,
keeping with our convention). This is a generalization of the Laplacian defined above, but on smooth
manifolds with a Riemannian metric g of any dimension. For the advanced reader, you may recall that
the usual Laplace-Beltrami operator (also called the connection Laplacian) has an expression in terms of
the Levi-Cevita connection on a Riemannian manifold, ∆ = tr(∇2). The Bochner-Laplacian on a vector
bundle with a fiber metric and compatible connection can be expressed as ∆ = −tr(∇2), so the following
definition may be more appropriately called a special case of the Bochner-Laplacian.
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Definition 2.2 ((Negative of the) Laplace-Beltrami Operator). For a real-valued function with continuous
second derivatives on a smooth Riemannian manifold (M, g), we define the Laplace-Beltrami operator as
follows.

∆ f = −div(grad f )
where div(X) for a vector field X and dVg volume form associated with the metric g is

div(X)dVg = d(X dVg)

and where grad( f ) is

grad( f ) = d f ].
If the metric is given by gijdxidxj in smooth coordinates (xi).

grad( f ) = gij ∂ f
∂xi

∂

∂xj
.

One can show that on a Riemannian manifold (M, g), we have the following coordinate representation
for the Laplacian:

Proposition 2.1 (Coordinate Representation of the Laplace-Beltrami Operator). Let (M, g) be a Riemann-
ian Manifold with or without boundary, and let (xi) be any smooth local coordinates on an open set
U ⊂ M. The coordinate representation of the Laplacian is as follows:

∆ f = − 1√
det g

∂

∂xi

(
gij√det g

∂ f
∂xj

)
(7)

where det g = det(gkl) is the determinant of the component matrix of g in these coordinates. On Rn, with
the Euclidean metric and standard coordinates, this reduces to:

∆ f =
n

∑
i=1

∂2 f
(∂xi)2 . (8)

Proof. We will use the definition of the divergence given above. In smooth local coordinates, we may
assume dVg =

√
det g dx1 ∧ · · · ∧ dxn. Computing, we find

n

∑
i=1

Xi ∂

∂xi dVg =
n

∑
i=1

Xi ∂

∂xi

√
det g dx1 ∧ · · · ∧ dxn

=
n

∑
j=1

(−1)j−1dxj(
n

∑
i=1

Xi ∂

∂xi )
√

det g dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn

=
n

∑
j=1

(−1)j−1X j√det g dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn

Then,
9
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d
( n

∑
i=1

Xi ∂

∂xi dVg
)
= d

( n

∑
j=1

X j√det g dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn)
=

n

∑
j=1

(−1)j−1d
(
X j√det g dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn)

=
n

∑
j=1

(−1)j−1 ∂

∂xj

(
X j√det g

)
dxj ∧ dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn

=
n

∑
j=1

∂

∂xj

(
X j√det g

)
dx1 ∧ · · · ∧ dxj ∧ · · · ∧ dxn

=
n

∑
j=1

∂

∂xj

(
X j√det g

)√
det g

1√
det g

dx1 ∧ · · · ∧ dxj ∧ · · · ∧ dxn

=
1√

det g

n

∑
j=1

∂

∂xj

(
X j√det g

)
dVg.

Using summation notation,

div(Xi ∂

∂xi ) =
1√

det g
∂

∂xi

(
Xi√det g

)
Notice, if g is the Euclidean metric on Rn where gij = δ

j
i in coordinates, then the equation reduces to

div(Xi ∂

∂xi ) =
n

∑
i=1

∂Xi

∂xi .

Now, we will use this coordinate expression to derive the expression for the Laplacian. Below, we use
the Einstein summation convention.

∆ f = −div(grad f )

= −div((d f )#)

= −div(gij ∂ f
∂xi

∂

∂xj
)

= − 1√
det g

∂

∂xi

(
gij√det g

∂ f
∂xj

)
Furthermore, if g is the Euclidean metric on Rn, we see that the expression for the Laplacian reduces to

∆ f =
∂

∂xi

(
δ

j
i

∂ f
∂xj

)
=

∂2 f
(∂xi)2 .

Removing the Einstein summation convention, we can clearly see that the coordinate expression reduces
to the usual expression of the Laplacian on Rn.

∆ f =
n

∑
i=1

∂2 f
(∂xi)2

�
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In the course of the proof above, one should notice that we also gave a proof of the following proposition.

Proposition 2.2 (Coordinate Representation of the Divergence). With assumptions as above, the coordi-
nate representation of the divergence is as follows.

div(Xi ∂

∂xi ) =
1√
detg

∂

∂xi

(
Xi√detg

)
(9)

On Rn with the Euclidean metric and standard coordinates, this reduces to:

div(Xi ∂

∂xi ) =
n

∑
i=1

∂Xi

∂xi . (10)

On a Riemannian manifold, the gradient has the same interpretation as it has in a multivariable calculus
class: its points in the direction in which the function f increases the fastest. This has a very important
consequence, especially since the Laplacian is defined with the gradient. The Laplacian depends on the
metric. Even though there was no reference to a metric on R above, we have been implicitly using the fact
that R carries with it the usual Euclidean metric.

The Laplace-Beltrami operator was generalized to the Laplace-de Rham operator [25], also known as
the Hodge Laplacian, which not only acts on smooth functions on the manifold, but also smooth forms.
In fact, both the Laplace-Beltrami Operator and the Laplace-de Rham operator act on L2 of some space,
either functions on the manifolds or forms on the manifold.

To do this, one must realize that the Laplace-Beltrami operator can be thought of as ∆ f = δd f , where d
is the exterior derivative, and δ its formal adjoint. (The existence of this formal adjoint requires a metric!)
To extend beyond functions (0-forms), the definition becomes the following:

Definition 2.3 (Laplace-de Rham Operator or Hodge Operator). The Laplacian for k-forms on a Riemann-
ian manifold (M, g) is given by

∆k = δk+1dk + dk−1δk (11)
where dk denotes exterior differentiation on k-forms and δk+1 its formal adjoint.

The interested reader should consult Rosenberg’s text for a more thorough introduction [25]. There
are other variants of the Laplacian that arise in Differential Geometry, such as the conformal Lapla-
cian [27] [25].

3. THE LAPLACIAN ON GRAPHS

We will now leave the domain of existing definitions, and construct a playground on which we can gain
a bit of intuition, and get a gist of the fundamental properties underlying the Laplacian and harmonic
functions. In addition, we will introduce some elementary notions from Graph Theory. As such, this
section has a two-fold purpose: building intuition about the Laplacian while being introduced concrete
discrete models. In fact, this introduction will be valuable for the reader who goes on to study Sunada’s
topological construction of isospectral Riemann surfaces, which uses the Cayley Graph of a group [2].

3.1. A discrete version of Harmonic Functions. We begin with a discretized version of a harmonic func-
tion. Recall from Section 2 that harmonic functions, u : Ω 7→ R, where Ω ⊂ Rm, satisfy the mean value
property:

u(z0) =
∫

∂D(z0,r)
u(z)dz

where ∂D(z0, r) is contained in the Ω. We will take inspiration from this property and define a discretized
version of harmonic functions as follows.
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Definition 3.1 (Harmonic Function on a Graph). Let G = (V, E) be a connected graph, where V is the set
of vertices and E the set of edges. Let u : V 7→ R be a function on the vertices of G. We say u is harmonic
if

u(v) =
1

d(v) ∑
w∈V:(v,w)∈E

u(w) (12)

for all v ∈ V, where d(v) is the number of vertices w adjacent to V, i.e. the cardinality of {w ∈ V : (v, w) ∈
E}.

Now we have a version of a harmonic function which satisfies a ”mean value property”. Notice that
in this setting, we have decided to weigh each vertex equally. This was a choice we made: we could have
weighed each vertex differently. This choice amounts to choosing a measure on the vertices. So while we
have not explicitly defined a metric on the space, the harmonic functions are dependent on something
like ”length” coming from the choice of measure.

We will now give a few examples of a convenient subset of graphs, regular graphs, and try to identify
harmonic functions on these graphs.

Definition 3.2 (Regular). We say a graph G(V, E) is a regular graph if the number of vertices adjacent to
any vertex is the same. We then write d(v) = d.

Example 3.1 (Connected Graph on S1 with No Boundary). Consider a regular degree 2 graph G = (V, E)
on the circle S1 that has no boundary. In the case of the circle, this means every vertex on the graph has
two corresponding edges. The case for n = 7 is shown in the image below.

1

2
3

4

5

6
7

FIGURE 2. Finite Graph on a Circle, C7

What can we say about harmonic functions on this graph? They are all constant!

Proof. Assume otherwise. Then there exists a non-constant harmonic function u on the graph. There
must be two adjacent vertices v1 and v2 on the graph such that u(v1) 6= u(v2). Assume without loss
of generality that u(v1) < u(v2). Let v3 be the other vertex connected to v2. Then since u is harmonic,
u(v2) = 1

2 (u(v1) + u(v3)), from which we can conclude u(v2) < u(v3). Since G is a regular graph of
degree two, we can repeat these steps for each new vertex until we arrive at the following expression:
u(v1) < u(v2) < · · · < u(v7) < u(v8). This is a contradiction! There are only 7 vertices on the graph, so
the string of inequalities cannot hold. �

All of the harmonic functions are constant, and one may think this is rather unenlightening. However,
the proof is enlightening. It gives us an explicit way to interpret the mean value property in this setting.

12



The Laplacian Josh Southerland

Given the value of a harmonic function at a vertex, we can multiply this value by the degree of the graph,
then distribute this value among the connected vertices. For instance, if the value of u(v2) = 10 in the
example above where the degree of the graph is 2, then we have 20 to distribute to u(v1) and u(v3). In the
example, since the graph has only finitely many vertices, we see that the only possible distribution that
works will be 10 to each.

Example 3.2 (Connected Graph on T2 with No Boundary). Now, consider a regular degree 4 graph G =
(V, E) on the torus (two-torus) T2 that has no boundary. In the case of the torus, this means every vertex
on the graph has four corresponding edges. In the image below, we see a regular degree 4 graph with 16
vertices on T2.

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

FIGURE 3. Finite Graph on T2

What can we say about harmonic functions on this graph? They are also all constant! In fact, a slight
variation on the proof works as above since the graph has only finitely many vertices. The contradiction
comes about since at some point in generating a sequence of vertices, some vertex must repeat, though
not necessarily the vertex you started with.

What about the graphs above is causing this? There are two properties of these graphs causing this.
First, there are a finite number of vertices. Second, if we are at an arbitrary vertex, we can get to any other
vertex. We can name these properties and make them definitions.

Definition 3.3 (Compact Graph). We say a graph G(V, E) is compact if the number of vertices |V| is finite.

Definition 3.4 (Connected Graph). We say a graph G(V, E) is connected if between any two vertices v and
ṽ on the graph there exists an edge set e1, e2, · · · , en for some n ∈ N and corresponding finite sequence
of vertices such that e1 = (v, v1), ej = (vj−1, vj) for j ≥ 2 and j < n, and en = (vn−1, ṽ). For example, in
Figure 3, the vertex 2 is connected to the vertex 11 with the series of edges e1 = (2, 6), e2 = (6, 10) and
e3 = (10, 11). Notice that this ”path” is not unique.

Now we can say that on any compact, connected graph, harmonic functions are precisely the constant
functions. The proof runs exactly as before, but the contradiction comes about because eventually some
vertex must repeat in the sequence we generate. The reader may object at this point since this seems
to contradict intuition: should the harmonic functions be allowed to take a maximum on a boundary of
the graph? Should we not have non-constant functions in this setting? Perhaps, and one could certainly
explore other definitions, but with our toy model as constructed, we are led to this conclusion. However,
one should notice that we have not defined what we mean by ”boundary” of a graph. Below we will see
that an entire compact graph is its own ”interior”. In other words, if we say the boundary is the graph
without its interior, then all of the graphs we have seen so far have no ”boundary”.
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Definition 3.5 (Interior). We say a vertex v is on the interior of a connected subset D of a graph G(V, E) if
every element in the edge set with v is an edge contained in D.

Now, we are in a position to see the fact that our harmonic functions are necessarily constant on com-
pact, connected graphs as a direct consequence of another property: a maximum principle.

Theorem 3.1 (Maximum Principle for Harmonic Functions on Graphs). Let G = (V, E) be a graph (not
necessarily finite), and let u : V 7→ R be a harmonic function. Given a connected subset D ⊂ G(V, E), u
does not have a maximum in the interior of D unless u is constant.

Proof. Assume otherwise. Let v0 be a vertex on the interior of D where a maximum is achieved. Since
G is connected, we may assume without loss of generality that v0 is adjacent to a vertex ṽ such that
u(v) > u(ṽ). Since v0 is on the interior of D, every vertex w such that (v, w) is in the edge set of D is a
vertex in D, including ṽ Since u is harmonic, we have the following.

u(v) =
1

d(v) ∑
w∈V:(v,w)∈E

u(w) <
1

d(v)

[( d(v)−1

∑
i=1

u(v)
)
+ u(ṽ)

]
< u(v).

We have a contradiction, hence u cannot attain a maximum in the interior of D unless u is constant. �

3.2. A discrete version of the Laplacian. We can now take our intuition from Section 2 and define a
Laplacian on the graph. The Laplacian should measure how far a function deviates from satisfying the
mean value property, which is the same as measuring how far the function deviates from being harmonic.
Various definitions of the Laplacian are given, depending on the desired normalization. See, for example,
Chung’s text [7].

Definition 3.6 (Laplacian on a Graph). We define the Laplacian on a Graph as follows.

∆ f (v) = f (v)− 1
d(v) ∑

w∈V:(v,w)∈E
u(w) (13)

Notice, if ∆ f = 0, then f is harmonic just as desired.
In the compact regular graph setting, if we define the diagonal matrix and adjacency matrix as follows,

then the Laplacian has a very simple form. Assume |V| = n and enumerate the vertices v1, · · · , vn. Let
d(vi) = d for all i ∈ {1, · · · , n}.

Definition 3.7 (Diagonal Matrix, D, at a vertex v).

D =


d 0 · · · 0
0 d · · · 0
...

...
. . .

...
0 0 · · · d

 where D is an n× n matrix. (14)

Definition 3.8 (Adjacency matrix, A, at a vertex v).

A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...
an1 an2 · · · ann

 where aij = 1 if (vi, vj) ∈ E and 0 otherwise. (15)

Now, if we consider the function f : G(V, E) → R a column vector whose entries are f (vi), we can
recognize the Laplacian as the following matrix: ∆ = 1

d (D − A). For the interested reader, there are
generalizations to the non-regular case [7]. One may notice that we did not actually need to define the

14
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diagonal or adjacency matrix, since the Laplacian reduces to ∆ = (In − 1
d A). However, the diagonal

matrix and adjacency matrix are natural objects that arise in graph theory, so we will follow convention.

Example 3.3 (Connected Graph on T1 with No Boundary). Now, consider the following graph G on T1.
G is a regular graph of degree 2 with 5 vertices.

1

2

3

4

5

FIGURE 4. Finite Graph on a Circle, C5

Using the formula above, we see that the Laplacian can be represented by the matrix:

L =
1
2

(
2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2

−


0 1 0 0 1
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0


)

=
1
2

(
2 −1 0 0 −1
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
−1 0 0 −1 2


Here, we can explicitly compute the eigenvalues of the matrix to find that the only eigenvalues are 0

with multiplicity 1, 5
4 −

√
5

4 with multiplicity 2, and 5
4 +

√
5

4 with multiplicity 2. Computations were done
with Sage. Notice that all of the eigenvalues are positive. It will turn out that the eigenvalues will always
be positive when we define the Laplacian as we did. Notice, this is agrees with our original convention
of using the negative in the definition of the Laplacian in Section 2. We will see later that this causes the
eigenvalues to all be non-negative.

Example 3.4 (K5). Now, consider a graph G = K5, a regular graph of degree 4 with 5 vertices.

Using the formula above, we see that the Laplacian can be represented by the matrix:

L =
1
4

(
4 0 0 0 0
0 4 0 0 0
0 0 4 0 0
0 0 0 4 0
0 0 0 0 4

−


0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0


)

=
1
4

(
4 −1 −1 −1 −1
−1 4 −1 −1 −1
−1 −1 4 −1 −1
−1 −1 −1 4 −1
−1 −1 −1 −1 4


Here, we can explicitly compute the eigenvalues of the matrix to find that the only eigenvalues are 0

with multiplicity 1 and 5
4 with multiplicity 4.

3.3. The Laplacian as an Operator. It turns out that this Laplacian acts similarly to the Laplacian defined
in Section 2, especially when we consider it an operator on L2(G(E, V)). To see this, we need to define the
gradient of a function on a graph. In this subsection, we follow McMullen’s notes on the subject.
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1

2

3

4 5

FIGURE 5. K5

Definition 3.9 (Gradient on a Graph). The gradient |∇ f | on a graph is a function on the edges of the
graph given by the following equation.

|∇ f |(e) = | f (x)− f (y)| for e = (x, y). (16)

It is a short computation to conclude the following.

Theorem 3.2. For a regular graph G(V, E) of degree d,

1
2d ∑

E
|∇ f |2 = 〈 f , ∆ f 〉 = ∑

V
f (x)∆ f (x).

And we see that this is precisely what we wanted! The Laplacian is very closely related to the gradient,
and we can now say, since our graphs are finite and multiplication commutative, that the Laplacian is a
well-defined, self-adjoint operator on L2(V). The reader is encouraged to test out this new structure on
the examples above.

4. FOURIER TRANSFORM ON Rn

In this section, we will draw an important connection between Laplacian and the Fourier Transform.
We will see that the Fourier Transform provides us with a type of spectral theorem for the Laplacian. The
bulk of this section follows the presentation in Terras’ text [31].

Definition 4.1 (Schwartz Space). The Schwartz space, S is the space of all infinitely differentiable functions
f : Rn → C such that |xaDb f | is bounded for all a, b ∈ Zn, with aj ≥ 0 and bj ≥ 0. Functions in the
Schwartz space are called Schwartz functions. Here we use standard multi-index notation:

a := (a1, a2, · · · , an)

xa := xa1
1 xa2

2 · · · x
an
n

Db :=
∂|b|

∂xb1
1 ∂xb2

2 · · · ∂xbn
n

where |b| = b1 + b2 + · · ·+ bn

This definition may seem unwieldy at first glance, but it’s main purpose is to capture a set of smooth
functions that decay sufficiently fast (i.e. are L2(Rn) integrable), and are dense in the set of all L2(Rn)
integrable functions [13]. There is another equivalent definition of the Schwartz space S which does a
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better job providing this intuition [13] (although for the proofs that follow, the definition above turns out
to be the most useful).

Next, we will define a multiplication operation on functions (convolution). It turns out that convolution
is the multiplication operation that plays nicely with the Fourier Transform. show that if we ”multiply”
two Schwarz functions in this way, we will get a Schwarz function.

Definition 4.2 (Convolution). We define the convolution operation ∗ on two functions f , g ∈ L1
loc(Rm)

where we assume one of the functions has bounded support

f ∗ g(x) =
∫

Rn
f (x− y)g(y)dy =

∫
Rn

f (y)g(x− y)dy

Convolution is well-defined since the last two expressions are equivalent under a change of variables.
Next, we will define the Fourier Transform on Schwartz functions and follow this by a workhorse

Theorem, which effectively gives us all of the properties necessary to prove the inversion formula.

Definition 4.3 (Fourier Transform of Schwartz functions). Let f ∈ S . Then the Fourier Transform of f is

f̂ (y) =
∫

Rn
f (x)e−2πitxydx (17)

where x ∈ Rn is a column vector, and tx is the transpose. In other words, txy is the dot product between
x and y. This definition is well-defined since the integral above converges for functions in S .

Theorem 4.1. The Fourier Transform of Schwartz Functions has the following properties.

(1) If f ∈ S , then f̂ ∈ S .
(2) Da( f̂ ) = ((−2πix)a f )̂.
(3) (Da f )̂ = (2πix)a f̂ .

(4) Convolution Theorem: (̂ f ∗ g) = f̂ · ĝ.
(5) Translation: Set fa(x) = f (x + a) for a, x in Rm. Then

f̂a(x) = e2πitax f̂ (x).

(6) Dilation: Let u be a positive real number and set u f (x) = f (ux) for x in Rm. Then
û f (x) = u−m f̂ (u−1x).

(7) Let f (x) = e−π||x||2 for x ∈ Rn. Then, f = f̂ .
(8) Gt = G−t = ˆ̂Gt, where we say f−(x) := f (−x).
(9)

∫
Rm f̂ gdx =

∫
Rm f ĝdx.

Before proving property four, we will require the following lemma showing that (̂ f ∗ g) is a well-
defined Fourier Transform. The reader is encouraged to consult Folland’s text [13] for a proof.

Lemma 4.1. If f and g are in S , then f ∗ g is in S

With the lemma under our belt, we can begin a proof of our main theorem.

Proof. We begin by proving the second property. Note that we may pass the derivative since the function
is integrable, as is its derivative. Additionally, note that here Da is a differential operator with respect to
y.
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Da( f̂ )(y) = Da
( ∫

Rm
f (x)e−2πitxydx

)
=
∫

Rm
Da( f (x)e−2πitxy)dx

=
∫

Rm
f (x)Da(e−2πitxy)dx

=
∫

Rm
f (x)

∂|a|

∂a1 y1 · · · ∂am ym
(

m

∏
j=1

e−2πixjyj)dx

=
∫

Rm
f (x)(

m

∏
j=1
−2πxi)(

m

∏
j=1

e−2πixjyj)dx

=
∫

Rm
f (x)(−2πix)ae−2πitxydx

= ((−2πix)a f (x))̂

Next, we show the third property. We first show this for |a| = 1, then show that the general case follows
by induction. Note that here, Da is a differential operator with respect to x.
Let |a| = 1:

(Da f )̂ =
∫

Rm
(Da f (x))e−2πitxydx

=
∫

Rm

∂ f
∂xi

e−2πitxydx, for some i

=
∫

Rm
(2πiyi) f (x)e−2πtxydx, by integration by parts

=
∫

Rm
(2πiy)a f (x)e−2πtxydx

= (2πiy)a f̂ (y)

Now, let Da be any differential operator with |a| > 1, and define Db such that Db ∂
∂xi

= Da, for some i.
Notice |b| = |a| − 1. Then, by induction, we can show the result follows.

(Da f )̂ =
∫

Rm
(Da f (x))e−2πitxydx

=
∫

Rm
(Db ∂ f

∂xi
(x))e−2πitxydx

= (2πiy)b
∫

Rm

∂ f
∂xi

(x)e−2πitxydx, by the inductive hypothesis

= (2πiy)b(2πiyi) f̂ (y), by replicating the base case for induction

= (2πiy)a f̂ (y),

which completes the proof of the third property. To see the first property, we need only use these two
properties. If f ∈ S , then (Da f ) is bounded for any a so we can conclude by the third property that
(2πiy)a f̂ (y) is bounded for any a. Similarly, since f ∈ S , we can conclude (−2πix)a f (x) is bounded for
any a. By property two, we can conclude Da( f̂ )(y) is bounded for any a. Hence, we can conclude f̂ ∈ S .

Now we prove property four.
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(̂ f ∗ g) =
( ∫

Rm
f (x− z)g(z)dz

)̂
=
∫

Rm

( ∫
Rm

f (x− z)g(z)dz
)

e−2πitxydy

=
∫

Rm

( ∫
Rm

f (x− z)g(z)e−2πitxydy
)

dz, by Fubini, which we can apply because of the lemma.

=
∫

Rm
g(z)

( ∫
Rm

f (x− z)e−2πitxydy
)

dz

=
∫

Rm
g(z)

( ∫
Rm

f (w)e−2πitwye2πitzydw
)

dz, letting w = x− z

=

( ∫
Rm

g(z)e2πitzydz
)( ∫

Rm
f (w)e−2πitwydw

)
= f̂ · ĝ

We move on to property (5).

f̂a(y) =
∫

Rm
f (x + a)e−2πitxydx

=
∫

Rm
f (w)e−2πit(w−a)ydx, letting w = x + a

=
∫

Rm
f (w)e−2πitwye2πitaydx

= e2πitay
∫

Rm
f (w)e−2πitwydx

= e2πitay f̂ (y)

Next, we show property (6).

û f (y) =
∫

Rm
f (ux)e−2πitxydx

=
∫

Rm
f (w)e−2πit(u−1w)yu−mdx, where u−m is the Jacobian of x = u−1w

= u−m
∫

Rm
f (w)e−2πitw(u−1y)dx

= u−m f̂ (u−1y).

To prove property (7), compute d̂ f
dx (x) using integration by parts and then solve the resulting differen-

tial equation. For property (8), let Gt be the Gauss kernel, and compute directly using property (6) and
property (7). Property (9) is an application of Fubini with an appropriate change of variables. �

We will now use our workhorse theorem to prove the Fourier Inversion formula for Schwartz functions.

Theorem 4.2 (Fourier Inversion Formula). For f ∈ S , ˆ̂f = f−(x), which we can write as:

f (x) =
∫

Rn
f̂ (y)e2πityxdx. (18)
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Proof. Use properties 8 and 9 from Theorem 9.1 with the fact that Gt is a positive Dirac sequence to con-
clude the inversion formula. �

Now, we can compare the Fourier Transform to the Inverse Transform, and unpack the meaning of the
statement at the beginning of this section: ”The Fourier Transform gives us a ’spectral theorem’ about the
Laplacian”. We will do this for R first:

f̂ (y) =
∫

Rn
f (x)e−2πixydx

f (x) =
∫

Rn
f̂ (y)e2πiyxdx

From Section 2 above, we computed the eigenfunctions of the Laplacian on R. It turns out that the
same statement holds in higher dimensions, where eigenfunctions are given by products of exponentials.
Now, notice that the Fourier transform is integration against eigenfunctions of the Laplacian. The same
holds for the inverse transform, but in addition, it also gives us a characterization of the function in terms
of eigenfunctions of the Laplacian.

This suggests that one way to understand the Laplacian is to understand Fourier Integrals, and in
particular, the algebraic structure of the set of functions on our space. However, the reader should keep in
mind, all of the statements above apply to Schwartz functions, which may seem a bit restrictive. We will
show how to extend these statement from the class of Schwartz functions to all of L2(Rn). First, however,
we will give a few consequences of the machinery we have built. The reader is encouraged to consult
Folland’s text for proofs [13].

Theorem 4.3. f 7→ f̂ is one-to-one, linear from S onto S .

In addition to property (4) above (Convolution Theorem), ( f ∗ g)̂ = f̂ · ĝ, we also have the following.

Theorem 4.4. Let f and g be Schwartz functions. (̂ f g) = f̂ ∗ ĝ.

Next, given the inner product for f , g in S by ( f , g) =
∫

f g (notice that this the usual L2 norm), we
have the following.

Theorem 4.5 (Parseval’s Identity). Let f and g be Schwartz functions. ( f , g) = ( f̂ , ĝ).

We also have the following Corollary (let g = f in the above Theorem).

Corollary 4.1 (Plancharel Identity). For f ∈ S , || f ||L2 = || f̂ ||L2

Now, recall that Schwartz functions are dense in L2(Rn). If we can successfully define the Fourier
Transforms on L2(Rn), then we can extend all of the above machinery to all functions in L2(Rn). First,
notice that the Fourier Transform as defined above will not work for arbitrary L2(Rn) functions. However,
we can define the transform as follows.

Definition 4.4 (Fourier Transform of functions in L2(Rn)).

f̂ (y) = lim
n→∞

∫ n

−n
f (x)e−2πityxdx (19)

where convergence is in L2(Rn).

This definition makes sense; we can apply the Dominated Convergence Theorem to show that this
Fourier Transform is well-defined. With a bit of bootstrapping, the properties above will now follow for
the Fourier Integrals on L2(Rn). In particular, we see that the Fourier Transform is an isometric isomor-
phism of L2(Rn).
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Thus, we can conclude that the inverse transform also gives us a decomposition of functions in L2(Rn)
in terms of the eigenfunctions of the Laplacian. This raises many questions, the most obvious of which is
a question of whether the eigenfunctions are a basis for L2(Rn). For L2(Rn), this is true, and the argument
is not hard (in fact, we have an orthonormal basis). It requires an application of the Stone-Weierstrauss
theorem and a touch of bootstrapping. Does this hold for any space? We will give a generalization for
Compact Riemann surfaces in Section 8.

Now, we can say that the Fourier transform is a change of basis to new coordinates that are especially
suitable for understanding the Laplacian. We have effectively ”diagonalized” the Laplacian. However,
there is one quirky thing happening. The eigenfunctions of the Laplacian on R are not actually in L2(R).
For this reason, they are referred to as generalized eigenfunctions or almost eigenfunctions. When we reduce
to the compact case (for example, [0, 1]), we will see that the eigenfunctions of the Laplacian are in L2,
being smooth functions on a compact space.

5. FOURIER SERIES ON T AND A DECOMPOSITION OF L2(T)

5.1. Fourier Series and Poisson Summation. Since the Laplacian as it is normally defined on Rn has
such a nice connection to the Fourier Transform, we could ask if the same is true of the Laplacian on
other spaces? What does a Fourier Transform look like on a different space? We will start to answer this
question by recalling the Fourier Series, which turns out to be an example of a transform on the quotient
of R, T ∼= R/Z. Recall that functions f ∈ L2(T), f has a Fourier series as follows:

f (x) = ∑
n∈Z

f̂ (n)e2πinx, where (20)

f̂ (n) =
∫

R
f (x)e−2πinxdx (21)

where convergence is with respect to the usual L2 norm. We should first notice that the formula for f̂
looks a lot like the formula for a Fourier Transform, but only defined for integers. The Fourier Series, on
the other hand, is a decomposition of a function with respect to a set of complex exponentials indexed by
integers. In fact, recall from Section 1 that eigenfunctions of the Laplacian applied to functions periodic
of period 1 are precisely these exponentials. Similar themes begin to emerge: we have a transform from a
function in L2(T) to a function in l2(Z), we have an inverse transform (the Fourier Series) which gives a
decomposition of a function in terms of a set of complex exponentials, and we have a ”spectral theorem”
of the Laplacian since that set of complex exponentials is precisely the set of eigenfunctions of the Lapla-
cian. For a more complete discussion of the Fourier Series, similar to the one in Section 4, the reader is
encouraged to read the first five sections of Chapter 1 in Dym and McKean’s text [11].

There is one very important tool that is normally seen in the context of the Fourier Series, and that is
Poisson Summation. For a proof, consult Terras’ [31] or Dym and McKean [11].

Theorem 5.1. (Poisson Summation Formula) If f : R→ C is a Schwartz function, then

g(x) := ∑
a∈Z

f (x + a) = ∑
a∈Z

f̂ (a)e2πiax. (22)

We will jump ahead at this point and begin to highlight properties of this construction that serve as
a jumping off point for generalizing Fourier Analysis to broader class of spaces. One should note the
following difference between the Fourier Transform on R and the construction behind the Fourier Series:
the Fourier Transform is giving an isometric isomorphism of L2(R) onto itself, whereas the Fourier series
gives us an isometric isomorphism of L2(T) onto l2(Z). Our goal is to understand the algebraic structure
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in play. We will also play close attention to the role of the complex exponentials. The key to understand-
ing various methods of generalizing this structure is understanding the various roles the the complex
exponentials play. We will follow the presentation in Chapter 4 of Dym and McKean’s classical text [11].

5.2. A Representation-Theoretic Viewpoint. We begin with a definition.

Definition 5.1. (Character) A character of a group G is a homomorphism of G into S1, χ : G → S1:
(a) For all g ∈ G, |χ(g)| = 1.
(b) For all g1, g2 ∈ G, χ(g1g2) = χ(g1)χ(g2).
In the case of topological groups, we require the character be continuous.

The definition has some immediate consequences, the proofs of which are all elementary group-theoretic
proofs.

Proposition 5.1. Let e be the identity element in G and g−1 denote the inverse of g ∈ G.
(1) χ(e) = 1, where e is the identity element in G.
(2) χ(g−1) = χ(g)−1 = χ(g).

Definition 5.2. (Dual Group) Let Ĝ be the collection of all characters χ of the group G. We call Ĝ the dual
group of G.

Proposition 5.2. Ĝ is an abelian group under the multiplication defined by χ1 · χ2(g) = χ1(g)χ2(g). The
identity of Ĝ is the trivial character χ where χ(g) = 1 for all g ∈ G.

And now we come to an important theorem. The set of complex exponentials in the Fourier series are
precisely the characters of the group T.

Theorem 5.2. χn(x) = e2πinx is a complete list of characters of S1.

And now, with a complete list of characters of T, we can identify the dual group.

Theorem 5.3. T̂ ∼= Z.

This tells us that Z is the dual group and each e2πinx is a character in the dual group (look back at the
equation 20, the Fourier Series expansion of a periodic function). This is the piece we needed to see: the
Fourier Series is summed over the elements of the dual group, with multiplication against elements in
the dual group, the characters. The ”Fourier Transform”, equation 21, which gives us f̂ (n), is a transform
from L2(T) to l2(Z), where Z is the dual group to T.

Since we can see a shadow of Pontryagin Duality, we will point it out. The double dual of T is isomor-
phic to itself.

Proposition 5.3. ˆ̂T ∼= T.

5.3. Translation Invariant Subspaces of L2(T). Next, we will capture another property of these complex
exponentials in L2(T), namely that they each generate a different translation invariant subspace.

Definition 5.3. (Translation Invariant Subspace) A closed subspace M of L2(T) is translation invariant if it
is closed under translations, meaning if we define fy(x) = f (x + y) then fy belongs to M for every f ∈ M
and every y ∈ T.

Proposition 5.4. Let Mn be the closed, translation invariant subspace containing e2πinx. Then for |n| 6=
|m|, e2πimx /∈ Mn, and we have the following orthogonal decomposition of L2(T):

L2(T) =
⊕
|n|<∞

Mn (23)

The reader may notice that this is an improved version of the Plancherel Identity given in Section 4, but
applied to T instead of R.
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5.4. Eigenfunctions of the Laplacian. Though we have computed this in Section 2, the computation
rightfully belongs here. The eigenfunctions of the Laplacian are precisely the characters of T. In light
of the section 5.3 above, we can now describe the eigenfunctions more geometrically: Mn, the translation
invariant subspace of e2πinx and e−2πinx is an eigenspace of the Laplacian.

5.5. Homomorphisms of the Convolution Algebra on L2(T). Next, we identify an algebraic structure
on L1(T) which will give us another perspective on how the Fourier Transform is acting on L2(T).

Recall the definition of convolution for functions in Rn. We can define the same operation on functions
on Tn.

Definition 5.4. (Convolution) Let f , g be in L1(T) and define the convolution operation as follows.

f ∗ g(x) =
∫ 1

0
f (x− y)g(y)dy

Next, endow L2(T) with this multiplication (convolution), and define addition on the space as point-
wise addition of functions. With this algebra on L1(T), we can define homomorphism of the algebra.

Definition 5.5. (Homomorphism of L1(T)) A homomorphism of an algebra B is a map j : B → C such
that the map respects

(a) complex multiplication: for all α ∈ C, j(α f ) = αj( f ),
(b) addition: for f1, f2 ∈ B, j( f1 + f2) = j( f1) + j( f2),
(c) multiplication on B: for f1, f2 ∈ B, j( f1 ∗ f2) = j( f1)j( f2),
(d) |j( f )| ≤ C|| f ||L1 , where C is a constant independent of f .

The first thing we should notice is that jn( f ) := f̂ (n) =
∫ 1

0 f (x)e−2πinxdx is a homomorphism. Notice
that we have a convolution theorem for the Fourier transform, whose proof can be readily adapted to give
a convolution theorem for f̂ here, which means (c) is satisfied. In fact, this turns out that this is a complete
list of homormorphisms!

Theorem 5.4. Define jn( f ) := f̂ (n) for f ∈ L1(T). Then jn for n ∈ Z is a complete list of homomorphisms
of L1(T).

Now, we can extend this result to say something about L2(T). Notice that T has a Haar measure, which
is something we have glossed over until now. This will be discussed in more detail in Section 8. For now,
we may think of this measure as the Lebesgue measure on [0, 1]. The point is, this is a finite measure,
which tells us something about the relationship between L1(T) and L2(T), namely L2(T) ⊂ L1(T).

Theorem 5.5. Define jn( f ) := f̂ (n) for f ∈ L2(T). Then jn for n ∈ Z is a complete list of homomorphisms
of L2(T).

5.6. Remark on the finite abelian case. We now digress to capture a bit of low-hanging fruit, often seen
in an Algebra course. If we restrict our attention to finite abelian groups, using the observations above,
we can prove the existence of a Fourier series, with convergence in L2, give a Plancherel Identity, and give
a Poisson summation formula. We follow sections 4.5 and 4.6 in Dym and McKean’s text [11].

We start by reminding the reader that finite abelian groups isomorphic to direct products of cyclic
groups [10], and from this one could prove that G is isomorphic to its dual group Ĝ.

We can define an inner product space on the functions of the group, f : g → C, and consider con-
vergence in L2. Since the functions have finitely many values, any such choice of function is square-
summable.
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Definition 5.6. We define the inner product between two functions on a group G as follows.

( f1, f2) =
1
|G| ∑

g∈G
f1(g) f2(g) (24)

With this inner product, the norm of a function is given by || f || =
√
( f , f ). There is also a canonical

isomorphism between the group and its double dual given by g(χ) := χ(g).
We can then highlight two properties these characters must have:

Theorem 5.6. (Orthogonality Principles)

(a) The characters form an orthogonal family:

(χ1, χ2) =

{
1 χ1 = χ2

0 χ1 6= χ2

(b) The elements of the group can be identified with the corresponding element in the double dual ˆ̂G
using the isomorphism above. The elements of the double dual form an orthogonal family, when
thought of as characters of the dual Ĝ.

∑̂
G

χ(g1)χ(g2) =

{
1 g1 = g2

0 g1 6= g2

Theorem 5.7. (Plancherel Theorem [11]) Let G be a finite abelian group, and f any function on G, f : G →
C. Then f can be expanded into a Fourier series

f = ∑̂
G

f̂ (χ)χ (25)

with coefficients
f̂ (e) =

1
|G| ( f , χ) =

1
|G|∑G

f (g)χ(g) (26)

and an Plancheral identity:
|| f ||2 = ∑

G
| f (g)|2 = ∑̂

G

| f̂ (χ)|2 = || f̂ ||2 (27)

Next, we show that we have a Poisson Summation formula. Before we generate this formula though,
we need to identify a set of characteristic functions which are supported on a quotient of the group.

Theorem 5.8. (Poisson Summation Formula) Let f be a function on a finite abelian group G. Let H be a
subgroup of G. Then we have the following.

∑
H

f (h) = ∑
Ĝ/H

f̂ (χ) (28)

Now, we are beginning to see that this structure is transferable to other topological spaces. Finite
abelian groups may not be that interesting as a topological space, but transferring this structure onto
finite abelian groups has far-reaching ramifications. The interested reader should visit section 4.6 in Dym
and McKean’s text where using only Fourier analysis on finite abelian groups, the authors prove Gauss’s
Law of Quadratic Reciprocity.
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6. KEY EXAMPLE: T2

Now we come across our first example of a translation surface. We may think of the 2-torus as a poly-
gon in the plane, with opposite sides identified by translation, which fits nicely with one of the definitions
of a translation surface [35] [33].

6.1. A Representation-Theoretic Viewpoint. Proceeding in a fashion similar to the previous section, we
begin by identifying characters of T2. The set of complex exponentials on T2. The proof here is analogous
to the proof referenced in Section 5 for the case of T.

Theorem 6.1. χn(x) = e2πi(n·x) for n ∈ Z2, x ∈ R2, and · being the usual dot product is a complete list of
characters of T2.

With a complete list of characters of T, we can identify the dual group.

Theorem 6.2. T̂2 ∼= Z2.

This tells us that Z2 is the dual group and each e2πi(n·x) is a character in the dual group. This is the piece
we needed to see, and we can use it to surmise what the correct Fourier Series would be in 2 dimensions:

f (x) = ∑
n∈Z2

f̂ (n)e2πi(n·x), where (29)

f̂ (n) =
∫

R2
f (x)e−2πi(n·x)dx (30)

The Fourier Series is summed over the elements of the dual group, with multiplication against ele-
ments in the dual group, the characters. The ”Fourier Transform”, equation 30, which gives us f̂ (n), is a
transform from L2(T2) to l2(Z2), where Z2 is the dual group to T2.

We will not prove convergence of this formula here. Instead, we will be able to see it as a consequence
of the Peter-Weyl Theorem in section 8.

As before, we can see a shadow of Pontryagin Duality. The double dual of T2 is isomorphic to itself.

Proposition 6.1. ˆ̂T2 ∼= T2.

6.2. Translation Invariant Subspaces of L2(T2). Next, we will capture another property of these complex
exponentials in L2(T2), namely that they each generate a different translation invariant subspace.

Proposition 6.2. Let Mn be the closed, translation invariant subspace containing e2πi(n·x). Then for |n| 6=
|m|, e2πi(m·x) /∈ Mn, and we have the following orthogonal decomposition of L2(T):

L2(T2) =
⊕
|n|<∞

Mn (31)

6.3. Eigenfunctions of the Laplacian. We can compute the eigenfunctions of the Laplacian using sepa-
ration of variables, which lead us to conclude that the eigenfunctions of the Laplacian are precisely the
characters of T2. In light of the section 6.2 above, we can now describe the eigenfunctions more geomet-
rically: for n ∈ Z2, Mn the translation invariant subspace of e2πi(n·x) and e−2πi(n·x) is an eigenspace of the
Laplacian.

6.4. Homomorphisms of the Convolution Algebra on L2(T2). Next, we identify an algebraic structure
on L1(T2) which will give us another perspective on how the Fourier Transform is acting on L2(T2).

Next, endow L2(T2) with multiplication (convolution as defined in section 6), and define addition on
the space as pointwise addition of functions. With this algebra on L1(T2), we can define homomorphism
of the algebra.
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Definition 6.1. (Homomorphism of L1(T2)) A homomorphism of an algebra B is a map j : B → C such
that the map respects
(a) complex multiplication: for all α ∈ C, j(α f ) = αj( f ).
(b) addition: for f1, f2 ∈ B, j( f1 + f2) = j( f1) + j( f2).
(c) multiplication on B: for f1, f2 ∈ B, j( f1 ∗ f2) = j( f1)j( f2).
(d) |j( f )| ≤ C|| f ||L1 , where C is a constant independent of f .

The first thing we should notice is that jn( f ) := f̂ (n) =
∫ 1

0 f (x)e−2πi(n·x)dx is a homomorphism. As
before, we have a convolution theorem for the fourier transform, whose proof can be readily adapted to
give a convolution theorem for f̂ here, which means (c) is satisfied.

Just as before, it turns out that this is a complete list of homormorphisms!

Theorem 6.3. Define jn( f ) := f̂ (n) for f ∈ L1(T2). Then jn for n ∈ Z2 is a complete list of homomor-
phisms of L1(T2).

And as before, we can extend this result to say something about L2(T2). The Haar measure on T2 is
finite, so L2(T2) ⊂ L1(T2), and the next theorem follows.

Theorem 6.4. Define jn( f ) := f̂ (n) for f ∈ L2(T). Then jn for n ∈ Z is a complete list of homomorphisms
of L2(T).

7. ISSUES WITH THE NON-ABELIAN CASE

The work in the previous sections has provided us with a road-map for generalizing the Fourier Trans-
form and inversion formula to any compact Abelian group, finite or otherwise.

However, we will run into problems if we are interested in leveraging this machinery on non-abelian
groups. Recall, the dual group Ĝ associated with a group G is an abelian group consisting of all of the
characters of the group. This poses an issue if we are to study characters of non-abelian groups. The
characters cannot capture any structure of the group that is not abelian. A key example is given by SO(3).
While it is a geometrically intuitive group being rigid motions of the sphere, the group is, in some sense,
maximally nonabelian, as the following theorem shows. For a proof of this Theorem, consult Dym and
McKean’s text [11].

Theorem 7.1. The only character of SO(3) is the trivial character χ ≡ 1.

We see no information can be extracted from the study of representations of SO(3) if we limit ourselves
to characters. Since SO(3) is the group of rigid motions of the sphere, this is severely limiting when it
comes to studying the geometry underlying isometries of the sphere. In fact, we are faced with similar
issues for the Euclidean Motion group M(2) and the set of isometries of the upper half plane PSL2(R),
both fundamental model spaces in geometry [21].

We should ask what precisely did the characters provide us with? A way to represent the underly-
ing structure of the group. For non-abelian groups, we are interested in a similar sort of ”non-abelian
classifying space”.

8. SOME REPRESENTATION THEORY: COMPACT GROUPS AND THE PETER-WEYL THEOREM

We will try to answer some of the questions posed at the end of the previous section. In order to
generalize what we have done with characters, we will look for a ”non-abelian classifying space”. This
search will leads us very naturally to the Representation Theory of Groups. Characters are a very specific
case of representations, specifically suited for abelian groups. In this section, we follow the presentation
given in [1].
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8.1. Definitions and Schur’s Lemma. As Bagchi, et al, [1] point out, we need another interpretation of
S1. It turns out, the way we should think of S1 is not actually as a subspace of C, but as a subspace of the
dual to C, which turns out to be isomorphic to C. Then S1 can be thought of as the set of unitary operators
on C. This is the right perspective to generalize, so we now define representations in the following way:

Definition 8.1. (Representation of a Group) Let G be a topological group, let H be a Hilbert space over C,
and let B(H) denote the Banach algebra of bounded linear operators on H. Let GL(H) be the group of all
invertible elements of B. A representation of a group G on H is a group homomorphism

π : G → GL(H) (32)
such that for any x ∈ H, the map g → π(g)x from G to H is continuous. We will denote a representation
of G as an ordered pair (π, H).

Notice that this gives us a way of considering homomorphisms of non-abelian groups that can preserve
the nonabelian structure. The remainder of this section will be focused on building the necessary machin-
ery to prove a Fourier transform exists with a Plancherel identity, that there exists ”invariant” subspaces
of L2(G) and a decomposition similar to that of the decomposition we saw with L2(T). This theorem is
called the Peter-Weyl Theorem. Along the way, we will extract a few other important properties underly-
ing this machinery.

Definition 8.2 (Unitary). We say a representation (π, H) of a group G is unitary if π(g) is a unitary
operator for every g ∈ G.

We should notice that characters as we defined them are a simple example of unitary representations,
where we allow the character to act on C by complex multiplication, which amounts to a rotation for
unitary operators.

We will now give a list the standard definitions required for basic representation theory.

Definition 8.3 (Uniformly bounded). We say a representation is uniformly bounded if supg∈G||π(g)|| ≤
K for some constant K. Here ||·|| denotes the usual operator norm.

Definition 8.4 (Invariant Subspace). Let (π, H) be a representation of a group G. We say a subspace M of
H is an invariant subspace if for every x ∈ M and g ∈ G, we have π(g)x ∈ M.

Definition 8.5 (Subrepresentation). Suppose M is an invariant subspace of a representation (π, H) of a
group G. We say that g→ π|M(g) is a subrepresentation, we we denote (π|M, M).

Definition 8.6 (Irreducible). Let (π, H) be a representation of a group G. We say (π, H) is an irreducible
representation if the only invariant subspaces of H are {0} and H.

Definition 8.7 (Completely reducible). We say a unitary representation (π, H) is completely reducible if
there exists a family of closed, mutually orthogonal subspaces Hi such that each (π, Hi) is irreducible.

Now, we will introduce a special operator, the importance of which can be seen in the subsequent
lemma: Schur’s Lemma.

Definition 8.8 (Intertwining Operator). Let (π, H) be a unitary representation of a group G. Define Iπ as
the set {T ∈ B(H) | Tπ(g) = π(g)T for all g ∈ G}. Any T ∈ Iπ we call an intertwining operator.

Lemma 8.1 (Schur’s Lemma). Let (π, H) be a unitary representation of a group G. (π, H) is irreducible if
and only if Iπ = {λI | λ ∈ C}, where I denotes the identity operator on H.

Proof. Assume that Iπ = {λI | λ ∈ C}. If π is not irreducible, then we can find a non-trivial closed
invariant subspace M, in other words M 6= H and M 6= ∅. Let P be the projection operator P : H → M,
and we claim M is invariant for π if and only if Pπ(g) = π(g)P for all g ∈ G. To see this, decompose
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H into M and its perpindicular component (H is a Hilbert space). Then for any x ∈ H, x = x1 + x2 for
x1 ∈ M and x2 ∈ M⊥. Then for all x,

Pπ(g)(x) = Pπ(g)(x1 + x2)

= P(π(g)x1 + π(g)x2)

= Pπ(g)x1

= π(g)x1

= π(g)P(x1 + x2)

= π(g)P(x).

Now, with the claim proven, we see that P ∈ Iπ , but P, being a projection, is not of the form P = αI
for some α ∈ C, so this is a contradiction. We may conclude that there cannot be any non-trivial closed
invariant subspaces, hence π is irreducible.

Conversely, assume π is irreducible. Let T ∈ Iπ , and notice that T∗ ∈ Iπ , where T∗ denotes the adjoint
operator. Then, if we define A = T+T∗

2 , and B = T−T∗
2i , we can write T = A + iB. Now, notice that T ∈ Iπ

if and only if T∗ ∈ Iπ if and only A, B ∈ Iπ . Since A and B are self-adjoint, we can reduce to the case
where T is self-adjoint.

Now we will invoke a spectral theorem. We ask that the reader consult Rudin’s text [26] for a proof
of the theorem. The reader should notice that this is a weaker version of the theorem that Rudin proves.
Before stating the theorem, however, we need a definition.

Definition 8.9 (Resolution of the Identity). Let M be a σ-algebra in a set Ω, and let H be a Hilbert Space. In
this setting, a resolution of the identity (on M) is a mapping E : M→ B(H) with the following properties:

(1) E(∅) = 0, E(Ω) = 1
(2) Each E(ω) is a self-adjoint projection.
(3) E(ω′ ∩ω′′) = E(ω′)E(ω′′).
(4) If ω′ ∩ω′′ = ∅, then E(ω′ ∪ω′′) = E(ω′) + E(ω′′).
(5) For every x ∈ H and y ∈ H, the set function Ex,y defined by Ex,y(ω) = 〈E(ω)x, y〉 is a complex

measure on M.

Theorem 8.1 (Spectral Theorem for Self-Adjoint Operators). If A ∈ B(H) is self-adjoint, then there exists
a unique resolution of the identity E on the Borel subsets of σ(A) which satisfies∫

σ(A)
λdE(λ) = A.

Furthermore, every projection E(ω) commutes with every S ∈ B(H) which commutes with A.

Since we are assuming T is self-adjoint, and its eigenvalues lie in the real line, we can apply Theorem 8.1
to our operator T and we have spectral decomposition of T as follows:

T =
∫ ∞

−∞
λdE(λ).

If there are two elements in the spectrum of T, call them λ1 and λ2, then there exist disjoint sets in the
Borel σ-algebra B1 and B2 such that λ1 ∈ B1, λ2 ∈ B2, and B1 ∪ B2 = R. Then, the spectral theorem tells us
that the spectral projections E(B1) and E(B2) are in Iπ . But then, one of these projections must be trivial,
otherwise T /∈ Iπ . This means there cannot be two elements in the spectrum of T, so we see that T = λI
for some λ, as desired. �

Schur’s Lemma is telling us that if you have an irreducible representation, the only operators that
should commute with π(g) for any g ∈ G are the one’s in the center of GL(H), when we think of GL(H)
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as a group. In some sense, we can interpret this as saying an irreducible representation should not cover
up any ”nonabelian” properties of the group; the structure of the group should be accurately displayed
through the representation.

The reader interested in Lie Algebras should compare Schur’s Lemma as stated above to the version
presented in Humphrey’s text on Lie Algebra [18], especially if the reader is familiar with the connection
between Lie Groups and Lie Algebras.

With Schur’s Lemma, we can connect our representations more explicitly to the characters we used in
the abelian setting.

Corollary 8.1. Let (π, H) be a irreducible unitary representation of an abelian group G. Then dim H = 1.

Proof. Since G is abelian, π(g)π(h) = π(gh) = π(hg) = π(h)π(g), so π(g) ∈ Iπ for every g. Since π
is irreducible, by Schur’s Lemma, we see π = λI for some λ ∈ C. This means that π leaves any one-
dimensional space invariant, so H can only be one-dimensional since π is irreducible. Thus dim H = 1,
as desired. �

This means any irreducible unitary representation of an abelian group is a map into GL(C) ∼= C.
Unitary means we are mapping into S1, just as before. In other words, the group of characters is actually a
group of all irreducible unitary representations of G! This suggests it may be possible to generate Fourier
series for compact groups if we can identify all irreducible representations of the group.

We now have need for the Haar measure. We will use the existence of the Haar measure without proof.
For details additional details, consult the text by Bagchi, et al., [1], or alternatively Einseidler and Ward’s
text [12]. A proof of the existence and uniqueness of the Haar measure on compact groups using fixed
point theorems from functional analysis can be found in Zimmer’s text [34].

Definition 8.10 (Left Haar Measure). A left Haar measure on a locally compact group G is a positive
regular Borel measure µ such that µ(gB) = µ(B) for all B ⊂ B and g ∈ G.

Theorem 8.2 (Existence and Uniqueness of a Left Haar Measure). Let G be a locally compact group. There
exists a left Haar measure µ on G. If ν is any other left Haar measure on G, then ν = Cµ for some constant
C.

As Bagchi, et al. note, a compact group is unimodular, which means that a Left Haar measure is also a
right Haar measure. Since our focus is currently on compact groups, we will say Haar measure instead of
specifying left or right.

There are two important consequences of the existence of the Haar measure. For details of the proofs
of these statements, refer to [1].

Theorem 8.3. Every irreducible unitary representation of a compact group is finite dimensional.

Theorem 8.4. Every unitary representation of a compact group is a direct sum of irreducible finite dimen-
sional representations.

This is a powerful characterization: it tells us precisely what each unitary representation looks like. We
now introduce some notation that will capture important notions from the work we have done thus far.

Definition 8.11 (Ĝ). Let Ĝ denote the set of equivalence classes of irreducible representations of G, where
we say two representations (π1, H1) and (π2, H2) are equivalent if there exists a continuous linear iso-
morphism T : H1 → H2 such that π2(g) = Tπ(g)T−1 for all g ∈ G. For unitary representations, such a T
will necessarily be a unitary operator.

Definition 8.12 (Matrix Coefficients). Given a finite dimensional representation (π, H) of a compact group
G and an orthonormal basis of H, we can define

φij(g) = 〈π(g)ej, ei〉, 1 ≤ i, j ≤ n (33)
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The φij’s are continuous functions on G and are called the matrix coefficients of the representation π.
Notice that since π is unitary, φij(g) is a unitary matrix for each g ∈ G. When we write the φij’s, it is
understood that there is a choice of orthonormal basis made for H.

8.2. Schur’s Orthogonality Relations. We now move onto capturing orthogonality relations between dif-
ferent representations. The reader is encouraged to review the orthogonality principles for finite abelian
groups in Theorem 5.6.

Theorem 8.5 (Schur’s Orthogonality Relations). Let π and ρ be two finite dimensional representations of
G and (φij(g)), (ψkl(g)) the corresponding matrix coefficients of π, ρ, respectively, with respect to some
fixed orthonormal bases in the respective Hilbert spaces. Then

(1) 〈φij, ψkl〉L2(G) = 0 if π and ρ are not equivalent.
(2) 〈φij, φkl〉L2(G) =

1
dim H δikδjl .

The interested reader is encouraged to consult Bagchi’s text for a proof [1].

8.3. The Peter-Weyl Theorem. We will need one more definition before we can state the main theorem
of this section.

Definition 8.13 (Hilbert-Schmidt norm). Let A be an operator. Then ||A||HS denotes the Hilbert-Schmidt
norm, where ||A||2HS = Tr(AA∗), and Tr denotes the trace.

With this machinery, which largely generalizes much of what we have done in previous sections, we
can state the Peter-Weyl theorem. The reader is encouraged to consult the text by Bagchi, et al., for acces-
sible proof of the theorem.

Theorem 8.6. (Peter-Weyl Theorem)
(1) Every irreducible unitary representation is equivalent to a subrepresentation of a right regular

representation.
(2) For each λ ∈ Ĝ there is a finite subspace Eλ such that Eλ is spanned by the matrix coefficients

of a representation π in the equivalence class λ. Eλ is independent of the choice of π, and the
following hold.
(a) Each Eλ is invariant under the right regular representation of G.
(b) If π is an irreducible unitary representation in the equivalence class λ, then the restriction of

the right regular representation to Eλ is equivalent to the direct sum of dπ copies of π, where
dπ is the dimension of the representation π, and consequently dim Eλ = d2

π . Additionally, dπ

is independent of the choice of representation π, so we may define dλ = dπ for any choice of
π.

(c) L2(G) =
⊕

λ∈Ĝ Eλ.
(3) For f ∈ L2(G) and for each λ ∈ Ĝ, choose πλ ∈ λ. Define

f̂ (λ) =
∫

G
f (g)πλ(g−1)dg (34)

Then f̂ ∈ B(Hλ), and
f (g) = ∑

λ∈Ĝ

dλTr( f̂ (λ)πλ(g)) (35)

where the series converges in L2(G), and

|| f ||2L2= ∑
λ∈Ĝ

dλ|| f̂ (λ)||2HS (36)

where ||A||HS is the Hilbert-Schmidt norm of A.
(4) The Fourier transform F : f → f̂ is an isometry from L2(G) onto L2(Ĝ).
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(5) R(G) is dense in C(G), equipped with the sup norm.

Notice that the one assumption we carried throughout was that we had a topological group. Since this
does not come with a smooth structure or metric, there is nothing we can say a priori about topological
groups with regards to the Laplacian since no definition makes much sense without a metric on the space.
However, we are making use of the Haar measure. So, we could also ask, ”How does the Laplacian
operate on a measurable function in L2(G)?. Notice that for a measurable function, we very likely do not
have differentiation (measurable functions are not necessarily even continuous!). However, we do have a
way of defining a derivative on functions in L2(G), namely, by way of the Fourier Transform. We say then
that the Laplacian acts on a function in L2 by way of multiplication by a polynomial: apply the Fourier
transform to the function, apply multiplication by the characteristic polynomial of the Laplacian (using
properties 2 and 3 from Theorem 4.1), the apply the inverse Fourier Transform. So in some sense, there is
a Laplacian available to us.

8.4. Remark on Locally Compact Groups. For the sake of completion, we digress momentarily to make
a remark regarding locally compact groups. For locally compact abelian groups, we may consider R as a
model space, and generalize this framework as needed, the move to generalizing locally compact groups.
Much easier said then done. This generalization was one of the crowning achievements of twentieth
century mathematics, led in no small way by Harish-Chandra and others.

9. SYMMETRIC SPACES

We now move on to a more abstract setting: symmetric spaces. Symmetric spaces do not a priori come
with a nice multiplication structure, so we cannot leverage the Peter-Weyl Theorem to get general results
about these spaces. However, we do have other important pieces of geometric structure: a metric, a
smooth structure on a manifold, and geodesic reversing isometries at each point. So while there may not
be a group structure on the space itself, we can leverage the group structure of the isometries of the space.

Definition 9.1 (Symmetric Space). We say a Riemannian manifold is a symmetric space if at each point
on the manifold, there is a geodesic reversing isometry.

9.1. Eigenfunctions of the Laplacian on a Compact Riemannian Manifold. Given a compact Lie Group
G, we can apply the Peter-Weyl theorem and see that there is a decomposition of functions in terms of
a group representation. The fact that we have a smooth structure on the group means that we can use
the definition of the Laplacian given in Section 2, and show that the Inverse Fourier Transform gives a
decomposition of functions in L2(G), where the basis consists of eigenfunctions of the Laplacian. This may
lead one to ask whether or not such a decomposition exists for Riemannian manifolds. Our first order of
business is to prove such a decomposition exists. In this section, we answer the question in the affirmative,
following Buser’s proof [2], which follows a proofs of Chavel [4] and Dodziuk [8]. The proof uses a
method common in the study of Partial Differential Equations. We are able to define integral operators
that give solutions to the heat equation with a special property: these operators form a semigroup. This,
combined with a special connection the heat equation shares with Laplace’s equation, enables us to prove
the desired decomposition of L2 of a compact smooth Riemannian manifold. Rosenberg uses a similar
heat kernel technique to serve as a jumping off point for understanding the Laplacian on a Riemannian
Manifold, and the study of Index Theory [25].

Recall from Section 2 that we have defined the Laplacian on a Riemannian Manifold (M, g). Since
the heat equation will play a central role in this subsection, we will need a definition of a ”fundamental
solution to the heat equation”, and the subsequent existence and uniqueness theorem.

Definition 9.2. (Fundamental solution to the heat equation on M) Let M be any Riemannian manifold
without boundary. A continuous function p = p(x, y, t) : M × M ×R>0 → R is called a fundamental
solution to the heat equation on M if it belongs to C2,1(M×M×R>0) and satisfies:
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(a) ∂p
∂t = −∆x p, where ∆x denotes the Laplacian with respect to the first argument,

(b) p(x, y, t) = p(y, x, t), and
(c) limt→0+

∫
M p(x, y, t) f (y)dM(y) = f (x), where the convergence is locally uniform for test functions f ,

and by test function we mean a function with compact support on M.

The third property should be reminiscent of a Dirac sequence in distribution theory, where the limit of
the sequence is the Dirac-δ integrated against f . In fact, this is a Dirac sequence of positive type [31]. In
the theory of distributions, the Dirac-δ is also called an approximate identity.

Next, we state the existence and uniqueness theorem for the fundamental solution of the heat equation
on a compact connected Riemannian manifold without boundary. We will use this without proof. The
interested reader should refer to Chavel’s text [4].

Theorem 9.1 (Existence and Uniqueness of the Heat Kernel on a Manifold). Let M be any n-dimensional
manifold without boundary. Then M has a unique fundamental solution of the heat equation, denoted
pM. The function pM is in C∞(M×M×R>0). For 0 < t < 1, pM has the following bounds, where the
constant cM depends on M.

0 ≤ pM(x, y, t) ≤ cMt
1
2

Now we can state the main theorem of this subsection.

Theorem 9.2 (Spectral Theorem of the Laplacian on a Compact Riemannian Manifold). Let M be a com-
pact connected Riemannian manifold without boundary. The eigenvalue problem

∆ f = λ f (37)

has a complete orthonormal system of C∞-functions φ0, φ1, · · · in L2(M) with corresponding eigenvalues
λ0, λ1, · · · . These have the following properties.
(a) 0 = λ0 < λ1 ≤ λ2 ≤ · · · , where λn → ∞ as n→ ∞.
(b) pM(x, y, t) = ∑∞

n=0 eλntφn(x)φn(y)

In order to prove this theorem, we will black box two theorems from spectral geometry, the Hilbert-
Schmidt Theorem and Mercer’s Theorem, which we will state below.

Theorem 9.3 (Hilbert-Schmidt Theorem). Let M be a compact connected Riemannian manifold and let K
be the integral operator defined by

K[ f ](x) =
∫

M
K(x, y) f (y)dM(y), f ∈ L2(M) (38)

where K : M × M → R is a continuous function which is symmetric: K(x, y) = K(y, x). Then the
eigenvalue problem K[φ] = ηφ has a complete orthonormal system of eigenfunctions φ0, φ1, · · · in L2(M)
with corresponding eigenvalues η0, η1, · · · , where ηn → 0 as n → ∞. The kernel K has the following
expansion in the L2-sense:

K(x, y) =
∞

∑
n=0

ηnφn(x)φn(y) (39)

Theorem 9.4 (Mercer’s Theorem). Let M, K, and K be as stated in the Hilbert-Schmidt Theorem above.
Assume that almost all eigenvalues η0, η1, · · · are non-negative. Then K has the expansion

K(x, y) =
∞

∑
n=0

ηnφn(x)φn(y) (40)

where the convergence of the series is uniform on M×M.
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With all of our conveniently black-boxed theorems, we can follow through the proof in a way that
highlights the relationship between the Laplacian and the heat kernel. The proof of the Spectral Theorem
above will follow from six Lemma’s. We will start with a definition of the heat equation on a manifold
and what we mean by a solution.

Definition 9.3 (Solution to the Heat Equation with Initial Condition). Let M be a compact, connected
Riemannian manifold without boundary and f : M→ R be a continuous function. A continuous function
u = u(x, t) : M×R≥0 is called a solution to the heat equation with initial condition f (x) if u ∈ C2,1(M×R>0),
and if u satisfies the heat equation:

(a) ∂u
∂t = −∆u, where ∆ is applied to the first variable x ∈ M.

and satisfies the initial conditions
(b) u(x, 0) = f (x) for all x ∈ M.

Now, we will use the existence of a fundamental solution to show that for any initial condition f , where
f : M→ R is a continuous function, there exist a solution to the heat equation.

Lemma 9.1 (Existence Theorem). Let p = p(x, y, t) be a fundamental solution to the heat equation on a
compact, connected Riemannian manifold without boundary M. Let f : M→ R be a continuous function.
Then

u(x, t) :=
∫

M
p(x, y, t) f (y)dM(y), for t > 0 (41)

has a continuous extension to t = 0, and this extended function is a solution to the heat equation for initial
condition u(x, 0) = f (x).

Proof. First notice that the integral converges. Since p and f are continuous, there product is continuous,
and the product achieves a maximum on M since M is compact. Then the integral is bounded by this
maximum and the volume of M. Additionally, since M is compact and partial derivatives of p(x, y, t) f (y)
with respect to t and x are continuous, we may pass the derivatives as needed.

∂u
∂t

=
∂

∂t

∫
M

p(x, y, t) f (y)dy

=
∫

M

∂p
∂t

(x, y, t) f (y)dy

=
∫

M
−∆x p(x, y, t) f (y)dy

= −∆x

∫
M

p(x, y, t) f (y)dy

= −∆u(x, t)

The continuous extension to t = 0 follows from property (c) of the fundamental solution p(x, y, t).
(This is a property common among Dirac-sequences.) �

Next, we show that this solution u has a few valuable properties, and prove uniqueness of the solution.

Lemma 9.2 (Uniqueness Theorem). The solution to the heat equation in the preceeding Lemma is unique,
and has the following properties.

(a) d
dt

∫
M udM = 0 for t > 0.

(b) d
dt

∫
M u2dM ≤ 0 for t > 0.

Proof. Let u be any solution. The reader should be aware that this integration is happening locally over
finitely many charts on M. Refer to [22] for details. For t > 0, we have the following.
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d
dt

∫
M

udM =
∫

M

∂u
∂t

dM

= −
∫

M
∆udM

= 0, by integration by parts applied to ∆u · 1.

Similarly, we have
d
dt

∫
M

u2dM =
∫

M
u

∂u
∂t

+
∂u
∂t

udM

= −2
∫

M
u∆udM

= −2
∫

M
〈grad u, grad u〉dM, by integration by parts

= −2
∫

M
||grad u||2dM

≤ 0.

With these properties, uniqueness follows. �

In fact, while this proves uniqueness of the solution, it is not difficult to show the fundamental solution
is also unique. Simply let p and q be fundamental solutions, and notice that by the uniqueness we just
proved, we have ∫

M
p(x, y, t) f (y)dM(y) =

∫
M

q(x, y, t) f (y)dM(y)

for all t > 0. The result follows by linearity of the integral and positivity of the fundamental solution.
Consult Buser’s text for details [2].

Next, we will show the fundamental solution has a very nice property, making it a kernel.

Lemma 9.3.
∫

M p(x, y, t)dM(y) = 1

Proof. Notice that f (y) = 1 is a continuous function on the manifold M. By our existence theorem, there
is a solution u(x, t) =

∫
M p(x, y, t)dM(y) with initial condition f (y) = 1. Next, notice that u(x, t) = 1 is

a solution to the heat equation with initial condition f (x) = 1. By uniqueness, we see that 1 = u(x, t) =∫
M p(x, y, t)dM(y) is the unique solution, as desired. �

The sequence of lemmas above works nicely in the case of a compact space. For a non-compact space,
such as R, the heat kernel has the same property, but one would need to work a bit more to prove it.
See [31].

We will now re-interpret our machinery: we can think of the integral in the existence theorem as an
operator which takes a continuous function on the manifold as an input. We will extend this notion as
follows.

Definition 9.4 (Pt). For every f in L2(M) and for every t > 0, we define

Pt[ f ](x) :=
∫

M
p(x, y, t) f (y)dM(y), where x ∈ M (42)

Now, we can show that this is actually a very nice operator, with smoothing properties. This should
not come as a surprise, since kernels produce functions with properties similar to the kernel.
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Lemma 9.4. Each Pt is a compact positive self-adjoint operator. For any f in L2(M), Pt[ f ] is in C∞(M).

Proof. First notice that Pt[ f ] is well-defined since the integral converges. To see this, apply Hölder’s
Inequality. Then, as before, since M is compact, we may pass partial derivatives of x and t through the
integral. Since p(x, uy, t) is a smooth function, we see that

∫
M p(x, y, t) f (y)dM(y) is a smooth function in

x and t.
Now, recall that a operator T : E → F is compact if it is a bounded operator such that T(E) is compact

in F. The operator is clearly linear by linearity of the integral. Boundedness of this operator is immediate
from Hölder’s inequality. Compactness of the operator follows from the fact that M is compact and has
finite volume, and the result follows. See [34] for details.

Next, from the second property of the fundamental solution to the heat equation, we know p is a
symmetric kernel. By Fubini,

〈 f ,Pt[g]〉 =
∫

M

∫
M

f (x)p(x, y, t)g(y)dM(y)dM(x)

=
∫

M

∫
M

f (x)p(y, x, t)g(y)dM(x)dM(y)

= 〈Pt[g], f 〉.
Positivity of the operator follows from the next lemma. �

Now, we can identify one of the central properties we need to leverage to prove the Spectral Theorem
for the Laplacian: these integral operators have the semigroup property.

Lemma 9.5. For s > 0 and t > 0 we have the semigroup property:

Ps ◦ Pt = Ps+t (43)
In particular, this means Ps ◦ Pt = Pt ◦ Ps.

Proof. Since C0(M) is dense in L2(M), and Pt is a continuous operator for any t, we can prove the state-
ment for any f ∈ C0(M) and bootstrap to attain the desired result. Fix t > 0 and let f ∈ C0(M). First, we
show that Ps ◦ Pt is a fundamental solution to the heat equation on M. By applying Fubini’s Theorem,
we can see that

Ps ◦ Pt[ f ] =
∫

M

( ∫
M

p(z, x, s)p(x, y, t)dM(x)
)

f (y)dM(y),

so in particular, we can express Ps ◦ Pt as

Ps ◦ Pt =
∫

M
p(z, x, t′ − t)p(x, y, t)dM(x)

where we make the change of variables s + t = t′. The reader can check to verify that properties (a) and
(b) of Definition 9.2 are satisfied. To see that the third property is satisfied, consider the following:
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lim
t′→0+

Ps ◦ Pt[ f ] =
∫

M

( ∫
M

p(z, x, t′ − t)p(x, y, t)dM(x)
)

f (y)dM(y)

= lim
t′→0+

∫
M

p(z, x, t′ − t)
∫

M
p(x, y, t) f (y)dM(y)dM(x)

= lim
t′→0+

∫
M

p(z, x, t′) lim
t→0+

∫
M

p(x, y, t) f (y)dM(y)dM(x)

= lim
t′→0+

∫
M

p(z, x, t′) f (x)dM(x)

= f (z).

Since the integral is over a compact space, and the functions continuous, we may pass the limit. Notice
that as t′ goes to 0, so must t. This gives us the desired result.

Then, the fact that this kernel is equivalent to Ps+t follows from the uniqueness of the kernel, Theorem
9.1, and uniqueness of the solutions, Lemma 9.2. �

Next, we prove one more statement that we will need. Notice that the statement holds for f continuous
by the existence lemma. We will need to do a bit of bootstrapping to achieve the following.

Lemma 9.6. For any f ∈ L2(M) we have

limt→0+Pt[ f ] = f (44)
where convergence is with respect to the L2 norm.

Proof. Since continuous functions are dense in L2(M) (M is compact), we will prove the statement for
continuous functions and the result will follow from a bootstrapping argument. Let f be continuous, and
we know Pt[ f ] is a solution to the heat equation with initial condition f . Then, by Lemma 9.2,

d
dt
||Pt[ f ]||L2 =

d
dt
( ∫

M
Pt[ f ]2dM

) 1
2

=
1
2
( ∫

M
Pt[ f ]2dM

)− 1
2 d

dt

∫
M
Pt[ f ]2dM

≥ 0.

Then, since property (c) of the fundamental solution tells us that limt→0+
∫

M p(x, y, t) f (y)dM(y) =
f (x) where the convergence is uniform on M, compact, we have that ||Pt[ f ]||L2 ≤ || f ||L2 . The statement
follows from the reverse triangle inequality. For the general case, let f be in L2(M). There exists a sequence
fn → f in L2, where fn for n ∈ N is continuous. Fix any ε > 0. Pick n such that || fn − f ||L2 < ε

3 . Pick t
such that ||Pt[ fn]− fn||L2 < ε

3 .

||Pt[ f ]− f ||L2 = ||Pt[ f ]−Pt[ fn] + Pt[ fn]− fn + fn − f ||L2

≤ ||Pt[ f ]−Pt[ fn]||L2 + ||Pt[ fn]− fn||L2 + || fn − f ||L2

< || fn − f ||L2 + ||Pt[ fn]− fn||L2 + || fn − f ||L2 , by Hölder’s Inequality

<
ε

3
+

ε

3
+

ε

3
= ε.

�

Now we have all of the necessary machinery to prove our spectral theorem.
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Proof of Theorem 9.2. We start by applying the Hilbert-Schmidt theorem to each of the operators Pt. For
t = 1, let φ0, φ1, φ2, · · · be the eigenfunctions of P1 that form a complete orthonormal system in L2(M)
with the corresponding eigenvalues η0, η1, η2, · · · ≥ 0, where ηj → ∞ as j→ ∞.

Next, notice that φ0, φ1, φ2, · · · are eigenfuctions of Pt for any t > 0. To see this, we use the semigroup
property. First, let t = 1

k and notice P1 = (P 1
k
)k. If φ is an eigenfunction of P 1

k
with eigenvalue η, then φ is

also an eigenfunction of P1, but with eigenvalue ηk. Then, since we have a complete set of eigenfunctions
for P 1

k
, P 1

k
and P1 have the same orthogonal system of eigenspaces. This means that φ0, φ1, φ2, · · · are

eigenfunctions for both P1 and P 1
k
. The corresponding eigenvalues for P 1

k
are η

1
k
0 , η

1
k
1 , η

1
k
2 , · · · .

Next, we apply the semigroup property once more to get that φj are eigenfunctions for Pt with eigen-
values ηt

j for any positive t ∈ Q. Then, we can use the continuity of p(x, y, t) to get that the statement
holds for all t > 0.

By Lemma 9.4, we see that φj is smooth for all j. By Lemma 9.6, limt→0+Pt[φj] = φj, so ηt
j → 1 as

t → 0+. Additionally, we see that ηj > 0 for all j ∈ N. Then, by the compactness of P1, we can conclude
all of the eigenspaces are finite dimensional, and we can arrange the eigenvalues in decreasing order.

Now, we claim 1 = η0 > η1 ≥ η2 ≥ · · · ≥ 0. To see this, first notice that Lemma 9.3 can be interpreted
as telling us that 1 is an eigenvalue for the constant function. Next, let φj be a non-constant eigenfunction
of P1. Then, using this slight improvement to Lemma 9.2,

d
dt
||Pt[φj]||2 = −2

∫
M
〈gradPt[φj], gradPt[φj]〉dM

= −2η2t
j

∫
M
〈grad φj, grad φj〉dM

< 0

since ηj > 0. This is a slight variation on Lemma 9.6, and gives us the following strict inequality:
||Pt[φj]|| < ||φj||, from whence we can conclude ηj < 1.

Now, we can finish the proof. Let

λj = −log ηj for j = 0, 1, 2, · · · .
Then since Pt[φj] is a solution to the heat equation, we have ∂

∂tPt[φj] = −∆Pt[φj]. Then,

0 = ∆Pt[φj] +
∂

∂t
Pt[φj]

= ∆ηt
j φj +

∂

∂t
ηt

j φj

= ηt
j ∆φj + (log ηj)η

t
j φj

= ηt
j (∆φj + (log ηj)φj)

= e−tλj(∆φj − λjφj),

and we see that the φj are also eigenfunctions of the Laplacian with eigenvalues λj! In fact, the λj have the
desired properties. To see the second statement in the theorem, apply Mercer’s Theorem to the compact
positive operator Pt. �
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9.2. The flat plane, R2. Now, we return to the discussion on symmetric spaces. The groundwork has
been set: any compact quotient of one of the model symmetric spaces results in a space where the eigen-
functions of the Laplacian decompose L2. Thus, we can define fourier series on these spaces. We will
define transforms on the covering space here, where the quotients have the induced series.

The case of the flat plane is handled by section 4 above, where we let n = 2. The resulting Fourier
Transform has all of the desired properties.

9.3. The sphere, S2. For the sphere, we can leverage its isometry group, SO(3). Since SO(3) is a compact
group, we can use the Peter-Weyl theorem to generate spherical harmonics [31]. Alternatively, we can
construct a transform by computing the eigenfunctions of the sphere on the Laplacian. The result is the
Hankel Transform. See [31] for details.

9.4. The Hyperbolic Plane, H. For the Hyperbolic plane, we cannot use Peter-Weyl since SL2(R) is not
a compact group. However, we could begin the study of semisimple Lie Groups, and look for ways to
leverage the representation theory of SL2(R) to generate transforms. For now, though, we will suggest
a more straightforward path. Using seperation of variables, we can compute the eigenfuntions of the
Laplacian on H, and use these to generate a transform. See [31] for details. The resulting transform is the
Kontorovich-Lebedev Transform.

10. CONNECTIONS TO GEODESICS

10.1. Eigenvalues and Isospectrality. In this section, we follow Buser’s text [2] and connect the spectrum
of the Laplacian to the length spectrum. Additionally, we state Sunada’s Theorem, which gives us a
technique to answer the following question: can you hear the shape of a Riemann Surface?

The reader should be aware though. While translation surfaces are all topologically equivalent to a
Riemann Surface (refer to Section 11), the surfaces in this section are assumed to have a hyperbolic metric.
Some of the following theorems do not require constant curvature, and the author will attempt to point
this out when it becomes relevant. That being the case, there may be an opportunity to adapt proofs of
these theorems to translation surfaces. One may hope that our definition of a Laplacian on a translation
surface will lead to similar consequences.

10.2. Huber’s Theorem. First, we need a few definitions.

Definition 10.1 (Oriented closed geodesics). We say two parametrized closed geodesics γ, γ′ : S1 → M are
equivalent if there is a homeomorphism f : S1 → S1 of the form f (t) = t + c for some real constant c such
that γ′ = γ ◦ f . We then say that a oriented closed geodesic is an equivalence class of closed parametrized
geodesics.

Definition 10.2 (Primitive oriented closed geodesics). Let γ and δ be closed geodesics and let m ∈ Z \ {0}.
We say that γ is the m-fold iterate of δ if γ(t) = δ(mt) for t ∈ Ss1. A closed geodesic (oriented or not) is
said to be primitive if it is not the m-fold iterate of another closed geodesic for some m ≥ 2. We also call an
orientated primitive closed geodesic a prime geodesic.

Definition 10.3 (Length spectrum). The sequence arranged in ascending order of all lengths of oriented
closed geodesics on a surface is called the length spectrum.

Definition 10.4 (Primitive length spectrum). The sequence arranged in ascending order of all lengths of
primitive oriented closed geodesics is called the primitive length spectrum. Notice that this is a subsequence
of the length spectrum.

Now we can state Huber’s Theorem.

Theorem 10.1 (Huber’s Theorem). Two compact Riemann Surfaces of genus g ≥ 2 have the same spec-
trum of the Laplacian if and only if they have the same length spectrum.
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10.3. Sunada’s Theorem.

Definition 10.5 (Almost Conjugate or Gassmann equivalent). Let G be a finite group. Two subgroups
H1, H2 of G are called almost conjugate or Gassman equivalent if for all g ∈ G

|[g] ∩ H1| = |[g] ∩ H2|. (45)

where [g] denotes the conjugacy class of an element, {σgσ−1|σ ∈ G}.
Theorem 10.2 (Sunada’s Theorem). Let M be a complete Riemannian manifold and let G be a finite group
acting on M by isometries with at most finitely many fixed points. If H1 and H2 are almost conjugate
subgroups of G acting freely on M, the the quotients of H1\M and H2\M are isospectral.

Sunada’s original proof followed what he calls a rather routine technique from number theory, adapted
to a geometric setting [29].

10.4. Can you hear the shape of a Translation Surface? This suggest a fascinating question, reminiscent
of the elegant question posed by Kac [20]: can you here the shape of a translation surface? Kac’s original
question was ”Can you hear the shape of a drum?”, a reference to polygonal domains on R2. Interestingly,
Kac does mention that Bochner had asked him essentially the same question ten years prior. In fact, before
Kac asked the question, Milnor found two 16-dimensional isospectral flat tori that are not isometric [24]
(because of course he did). Kac notes this in his original paper. Later, Ikeda found examples of isospec-
tral, but not isometric, lens spaces, quotients of S3 by a Z/p-action [19]. Vignéras found an example of
isospectral, but not isometric, Riemann surfaces with constant negative curvature [32].

Gordon, Webb, and Wolpert answered Kac’s question about polygonal domains in R2 negatively 26
years later [14]. They used Sunada’s construction to create non-isomorphic surfaces that are isospectral.
Buser, Conway, Doyle, and Semmler identified several polygonal domains with the same property only a
couple years later [3].

It is, however, possible that the translation structure required of the polygonal domains of a transla-
tion surface provide the necessary structure to eliminate these example. Moon, D., et al, have recently
answered a variation of the question in the affirmative for Billiard tables, where they have put an equiv-
alence on the space by affine transformations [9]. Billiard tables unfold to become a small class of trans-
lation surfaces. They have constructed a new spectrum (not the spectrum of the Laplacian), they call the
bounce spectrum. The techniques they use stem from symbolic dynamics. They label the edges of a poly-
gon by letters, and generate sequences of letters as they keep track of what edge the geodesic hits. We
note immediately, as did they, that the bounce spectrum is unchanged by dilations, rotations, and trans-
lations. This is interesting because the spectrum of the Laplacian can hear ”area”, noted by Kac [20], but
the bounce spectrum cannot. We should pose the question though: is it necessary to hear the area? What
information are we trying to glean from the spectrum?

10.5. Eigenfunctions and Quantum Ergodicity. In physics, there is a phenomomenon that occurs in
quantum chaos that physicists have named ”scarring”. The non-rigorous version of this is that nodal
sets (zero sets) of the eigenfunctions of the Laplacian tend to localize around unstable orbits.

This is an open area of research in mathematics, where one of the primary open questions concerns
scarring on the Bunimovich stadium. The reader is encouraged to read Terence Tao’s blog post as an
introduction to the topic. One fascinating connection is to quantum ergodicity, and Rudnick and Sarnak’s
conjecture on Quantum Unique Ergodicity. We define quantum ergodicity as the property that some
spaces have - the square of orthonormal eigenfunctions of the Laplacian tend to the volume form on the
space, almost always. Quantum unique ergodicity removes the almost always.

For the interested reader, there is a route into this area of mathematics via Translation surfaces. It
begins with the equilateral triangle that unfolds into a hexagon [33]. We have explicit eigenfunctions on
this triangle thanks to Gabriel Lamé, a French mathematician. We can then study questions regarding
nodal sets.
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11. TERMINUS A QUO: LAPLACIAN ON A TRANSLATION SURFACE

We end where we began. How does one go about defining the Laplacian? We have found the tip of
many rather large icebergs: a connection between the Fourier Transform and the Laplacian, the role of
representation theory.

In the introductory remarks, we hinted at two different definitions of a translation surface: a polygon
in the plane with parallel sides identified and a Riemannian manifold with singularities whose transition
functions consist of translations. It is not hard to see these two things are the same. There are in fact three
equivalent definitions for a translation surface commonly in use by researchers [33], but we will focus only
on these two.

Definition 11.1 (Translation Surface as a Polygon). A translation surface is an equivalence class of poly-
gons in the plane with edge identifications: Each translation surface is a finite union of polygons in C,
together with a choice of pairing of parallel sides of equal length that are on “opposite sides.” (So for
example two horizontal edges of the same length can be identified only if one is on the top of a polygon,
and one is on the bottom. Each edge must be paired with exactly one other edge. These conditions are
exactly what is required so that the result of identifying pairs of edges via translations is a closed surface.)
Two such collections of polygons are considered to define the same translation surface if one can be cut
into pieces along straight lines and these pieces can be translated and re-glued to form the other collection
of polygons. When a polygon is cut in two, the two new boundary components must be paired, and two
polygons can be glued together along a pair of edges only if these edges are paired.

Definition 11.2 (Translation Surface as a Riemannian Manifold with Singularities). A translation surface
is a closed topological surface X, together with a finite set of points Σ and an atlas of charts to Con X \ Σ
whose transition maps are translations, such that at each point p0 of Σ there is some k > 0 and a homeo-
morphism of a neighborhood of p0 to a neighbourhood of the origin in the 2k + 2 half plane construction
that is an isometry away from p0. The singularity at p0 is said to have cone angle 2π(k + 1), since it can
be obtained by gluing 2k + 2 half planes, each with an angle of π at the origin. The term “cone point” is
another synonym for “singularity.”

For a proof of the equivalence, the reader should see Wright’s survey [33].
It makes sense then to consider a Laplacian on each object, and ensure that the definition agrees.

11.1. Translation Surface as a Polygon. Here, the somewhat obvious choice is to use the usual Laplacian
in C, where we invoke a set of boundary conditions based on the identifications via translations.

11.2. Translation Surface as a Riemannian Manifold with Cone Points. To define a Laplician on a Rie-
mannian manifold with singularities would take a substantial amount of work. Luckily, Jeff Cheeger did
this work in the lat 1970s and early 1980s [5] [6]. His work generalized existing structures on smooth
manifolds, effectively enabling analysis on cone manifolds. His methodology required that he define an
L2 − cohomology of the space, and with this, generalize Hodge Theory. The end result was the ability to
define a coordinate-free version of the Laplacian on cone manifolds. This work will be a phenomenonal
starting point for defining a Laplacian on a translation surface.

12. CONCLUSION AND NEXT STEPS

The possible next steps are numerous, but all involve starting with a definition. Once we thoroughly
investigate Cheeger’s construction, we can land on a definition. And once we understand the definition,
we can ask the following concrete questions.

(1) Does our definition yield useful results on square-tiled surfaces (covers of T2)? How does this relate
to the work of Hillairet [17]?
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(2) How does this relate to the work of Hillairet and Judge [16]? Can we say something about the Golden
L?

Our work has also led us to the following more abstract, big-picture questions.

(1) Can you hear the shape of a translation surface?
(2) Is there a useful formulation of Selberg’s Trace formula?
(3) Is there a Prime Number Theorem for translation surfaces?
(4) Can we relate the nodal sets of the eigenfunctions of the Laplacian to geodesics? (Quantum Scarring)
(5) Does quantum ergodicity hold for translation surfaces? Quantum unique ergodicity?
Clearly, Professor Athreya’s question has led us to many more questions, and in the coming years, we
hope to see progress in this area.
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